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Abstract
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Executive summary

Business case

Microsoft SQL Server forms the foundation for many enterprise level, transaction-
based companies. One of the most demanding tasks for administrators is improving
service-level delivery while also reducing the total cost of ownership (TCO).
Administrators are asked to “do more with less”, requiring them to optimize storage
performance while at the same time reducing the data centre footprint. This can be
achieved through the use of EMC technology combined with virtualization strategies.

Storage performance for applications such as Microsoft SQL Server databases,
particularily response time, can deteriorate over time as business requirements and
I/0 patterns for data access change. Optimizing storage to meet these challenges can
involve lengthy, manual, repetitive processes for the administrator, such as in the
case of Microsoft SQL Server, using database partitioning strategies to maintain
frequently accessed“hot data” on the most high-performing tier.

Using the EMC® VNX™ performance platform, in conjunction with the software in the
EMC FAST Suite, Microsoft SQL Server deployments that are under performance
pressure can gain a significant performance boost without the need to manually
redesign storage, or make changes at the application level. The FAST Suite, which
includes Fully Automated Storage Tiering for Virtual Pools (FAST VP) and FAST Cache,
is a powerful tool for significantly improving storage performance in an automated
fashion. By eliminating the need for continual manual intervention, this investment in
EMC technology lowers overall costs for Microsoft SQL Server environments.

The challenge to virtualize Microsoft SQL Server deployments had up to now been
limited by the scale-up capabilities of the hypervisor, which was limited to eight
virtual central processing units (vCPUs) per virtual machine in a virtual environment.
This meant that, when virtualizing Microsoft SQL Server for large-scale instances, the
eight vCPU limit was, in many cases, found to be insufficient and inhibited the
transition to a fully virtualized environment. VMware vSphere 5 introduces the ability
to scale up to 32 vCPUs per virtual machine, increasing the number of large-scale
instances that can be virtualized.

Once the path to virtualization is opened, the critical design consideration is to
determine which high availability (HA) technology is best suited to the solution
requirements?

The two significant VMware-supported HA options are:

e Windows Server Failover Clustering (WSFC), which requires two virtual
machines (active/passive nodes) in an ESX cluster. This provides Microsoft
SQL Server clustering and failover at a SQL instance level. This option requires
the use of physical raw device mapping (pbRDM) volumes to support SCSI-3
reservations, as required by WSFC.

e VMware HA, which requires only one virtual machine, hosts a standalone
instance of Microsoft SQL Serverin an ESX HA cluster, and provides virtual
machine level failover. VMware HA supports both Virtual Machine File System
(VMFS) and RDM. Using native VMFS volume simplifies storage design.
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Solution overview

Key results

This solution demonstrates the ability of the EMC VNX5700™ storage array to
support over 50,000 input/output operations per second (IOPS) when running
multiple TPC-E-like workloads. The solution shows the benefits of introducing Flash
drives to the environment and enabling EMC FAST VP and EMC FAST Cache to boost
performance in an automated fashion.

The solution also compares and profiles restart times and considerations for local HA
techniques in:

e A Microsoft SQL Server clustered virtual environment

e Astandalone VMware HA environment

It also shows the differences between performing software updates for WSFC and
VMware standalone.

In addition the solution shows the value of new VMware vSphere 5 features, such as
Storage Distributed Resource Scheduler (Storage DRS) functionality, which allows you
to provision virtual machines’ operating systems and data volumes to specific
storage pods (groups of VMFS datastores) instead of datastores. This feature
automates management of the environment, which reduces operational costs. This is
an important feature to support the public/private cloud. The hot add CPU
functionality in vSphere 5 is also demonstrated (supported by the Windows Server
2008 R2 Dynamic Hardware Partitioning (DHP) feature).

The main results of this solution were:

o The VNX5700 can easily service 50,000+ Microsoft SQL Server online
transaction processing (OLTP)-like IOPS.

e The VMware native adapter with VMFS-5 volumes consistently outperformed
the LSI adapter with physical RDMs in this configuration.

e The combination of FAST VP and FAST Cache allows VNX series storage arrays
to maximize storage efficiency and service increased 1/0. This solution shows
a three times improvement in ability to service I/0 from a total baseline of
14,435 |0PS to an /0 peak of 51,471 with FAST Suite enabled.

e The solution compares the WSFC and VMware standalone virtual machine
options, and highlights the performance and RTO benefits of each solution.

e The solution highlights the hot add functionality for adding CPU resources in
vSphere 5.

e The solution demonstrates vSphere Storage DRS functionality and its ability
to balance storage resources through vMotion, based on I/0 and capacity,
either manually or automatically.
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Introduction

Purpose

Scope

Audience

This white paper showcases the ability of the VNX5700 storage array to easily support
over 50,000 Microsoft SQL Server OLTP IOPS. FAST VP technology and FAST Cache are
the key enablers that provide significant storage performance improvements for
Microsoft SQL Server in an automated, nondisruptive fashion.

Fast VP, through its ability to relocate the most frequently accessed data (“hot data”)
to the most high-performing tier, and FAST Cache’s ability to react to immediate
changes in 1/0 patterns and service the hot data not located within the Flash tier,
ensure that data is always “in the right place at the right time”.

The scope of this white paperis to:

o Demonstrate the VNX5700’s ability to service over 50,000 IOPS for SQL Server
server instances

o Compare and profile restart times and considerations for both local HA
techniques, that is, a SQL Server WSFC clustered environment and a
standalone environment (VMware HA)

o Demonstrate the performance and RTO benefits of WSFC and a VMware
standalone virtual machine

e Show the hot add functionality for adding CPU resources in vSphere 5

e Highlight vSphere Storage DRS and its ability to balance storage resources
through vMotion based on I/0 and capacity either manually or automatically

e Use Storage DRS to place datastores in maintenance mode and migrate
volumes so that work can be carried out on the physical storage

This white paper is intended for EMC employees, partners, and customers, including
IT planners, storage architects, SQL Server database administrators, and EMC field

personnel who are tasked with deploying such a solution in a customer environment.
It is assumed that the reader is familiar with the various components of the solution.
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Technology overview

Overview

EMC VNX5700

VMware vSphere 5

The following components are used in this solution:

e EMCVNX5700

e VMware vSphere 5

e EMCFASTVP

e EMCFAST Cache

e EMC Virtual Storage Integrator (VSI)
e EMC PowerPath/VE

EMCVNX5700 is a high-end, enterprise storage array comprising a system bay that
includes storage-processor enclosures, storage processors, and disk-array
enclosures, and separate storage bays that can scale up to 500 disk drives. VNX5700
arrays support multiple drive technologies, including Flash, serial attached SCSI
(SAS), and nearline SAS (NL-SAS) drives, and the full range of RAID types. The VNX
series is powered by Intel Xeon processors, forintelligent storage that automatically
and efficiently scales in performance, while ensuring data integrity and security.

VMware vSphere uses the power of virtualization to transform data centers into
simplified cloud computing infrastructures, and enables IT organizations to deliver
flexible and reliable IT services. vSphere virtualizes and aggregates the underlying
physical hardware resources across multiple systems and provides pools of virtual
resources to the data center. As a cloud operating system, vSphere manages large
collections of infrastructure (such as CPUs, storage, and networking) as a seamless
and dynamic operating environment, and also manages the complexity of a data
center. VMware vSphere 5 builds on previous generations of VMware’s enterprise
level virtualization products. The VMware 5 features used in EMC's testing for this
solution include those described below.

VMFS-5 volumes

VMFS-5 has the ability to grow up to 64 TB in size using just one extent. Using a
single block size of 1 MB, you can create files up to 2 TB (minus 512 bytes) in size on
the VMFS-5 datastore.

Note VMFS-5 uses an efficient sub-block size of 8 KB, compared to 64 KB with
VMFS-3.

32 vCPU limit

The maximum number of vCPUs per virtual machine is four times greater than with
previous vSphere versions. This allows companies to virtualize the most resource-
intensive Tier 1 applications in their data centers on vSphere 5. vSphere 5 enables a
single virtual machine to simultaneously use up to 32 logical processors (32-way
virtual Symmetrix multi-processing (SMP)). With the ability to now add up to 32
vCPUs, even the most processor-intensive applications, such as Microsoft SQL Server
servicing OLTP databases, are now candidates for virtualization.

EMC Storage Optimization and High Availability for Microsoft SQL Server 2008 R2
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EMC FAST VP

EMC FAST Cache

Hot add CPU

vSphere 5 delivers hot add virtual CPU to dynamically add virtual machine resources.
Hot add of virtual CPU is supported on any guest operating system that natively
supports hot add CPU on a physical server. At the time of writing, only Microsoft
Windows Server 2008 and Microsoft Windows Server 2008 R2 support this hot add
functionality.

Storage DRS

vSphere DRS enables intelligent, automated load balancing so that applications get
the right level of resources at the right time. The Storage DRS feature extends that
load balancing to dynamically automate placement of virtual disks on available
datastores to balance disk use and prevent storage bottlenecks.

Multi-NIC vMotion

VMware vMotion® can use multiple network interface controllers (NICs) concurrently
to decrease the amount of time a vMotion transition takes. This means that even a
single vMotion can use all of the configured vMotion NICs. Prior to vSphere 5, only a
single NIC was used for a vMotion-enabled VMkernel. In this solution, EMC tested the
time reductions of having multiple NICs in a vMotion configuration.

FAST VP allows data to be automatically tiered in pools made up of more than one
drive type.

Tiering allows for economical provisioning of storage devices within a tier instead of
an entire pool. The separate tiers are each provisioned with a different type of drive.
Tiered storage creates separate domains within the pool, based on performance.

The feature’s software algorithmically promotes and demotes user data between the
tiers based on how frequently it is accessed. More frequently accessed data is moved
to higher performance tiers. Infrequently accessed data is moved to modestly-
performing high-capacity tiers as needed. Over time, the most frequently accessed
data resides on the fastest storage devices, and infrequently accessed data resides
on economical and modestly-performing bulk storage.

The VNX series supports an optional performance-enhancing feature called FAST
Cache. FAST Cache is a storage pool of Flash drives configured to function as a
secondary I/0 cache. With a compatible workload, FAST Cache increases
performance in the following ways:

e Reduces response time to hosts
e Enables lower pool and RAID group physical drive utilization
e FAST Cache supports both pool-based and traditional LUNs

The storage system’s primary read/write cache optimally coalesces write I/Os to
perform full stripe writes for sequential writes, and prefetches for sequential reads.
However, this operation is generally performed in conjunction with slower mechanical
storage. FAST Cache monitors the storage processors’ I/0 activity for blocks that are
being read or written to multiple times in storage, and promotes those blocks into the
FAST Cache if they are not already cached.
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EMC Virtual
Storage Integrator

EMC PowerPath/VE

EMC Virtual Storage Integrator (VSI) is a vSphere client plug-in that provides a single
interface to manage EMC storage. The VSI framework enables discrete management
components, which are identified as features, to be added to support the EMC
products installed within the environment. This white paper describes the EMC VSI
features that are most applicable to the VNX platform: Storage Management and
Storage Viewer.

EMC PowerPath/VE software was used on the vSphere host in the VMware HA cluster.
PowerPath allows the host to connect to a LUN through more than one storage
processor port; this is known as multipathing. PowerPath optimizes multipathed
LUNSs through load-balancing algorithms. Port-load balancing equalizes the /0
workload over all available channels. Hosts connected to VNXs benefit from
multipathing. The advantages of multipathing are:

e Failover from port to port on the same storage processor, maintaining an even
system load, and minimizing LUN trespassing

e Port-load balancing across storage processor ports and host bus adapters
(HBASs)

e Higher bandwidth attachment from host to storage system
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Configuration

Overview This white paper characterizes and validates a VNX5700 storage array supporting
over 50,000 Microsoft SQL Server TPC-E-like (OLTP) IOPS through the use of FAST VP
and Fast Cache technology. vSphere 5 is used to provide the virtualization layer on
which a Microsoft SQL Server 2008 R2 failover cluster is configured, along with a
standalone VMware HA instance.

Current VNX storage configuration best practices are used alongside FAST VP and
FAST Cache to increase performance for servicing 1/0 requirements.

Physical Figure 1 shows the overall physical architecture of the environment.
environment

Production Environment
Y

MS SQL 2008 R2 Cluster MS SQL 2008 R2

VMware
vSphere
server

EMCVNX5700 GEN-001818
Figure 1.  Physical architecture
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Hardware Table 1 shows the hardware resources used in this solution.

resources Table 1. Hardware
Equipment Quantity | Configuration
Storage platform 1 VNX5700
Fibre-switch 2 8 GB 48-port
FC HBA 4 8 GB (2 per ESXi production host)
Network switch 1 1 GB switch 48-port
ESXi host machines 3 e 2x32core/256 GB memory

(Production: 3 virtual machines)
Processor: Intel Xeon X7560

e 1x16core/64 GB memory
(Load servers: 4 virtual machines)

Processor: Intel Xeon E7330

Software resources Table 2 shows the software resources used in this solution.

Table 2. Software

Description Quantity | Version Purpose
EMC VNX Block Operating- 1 05.31.000.5.502 | VNX operating environment
Environment
EMC VSI framework plug-in | 1 5.0.0.9 Provisioning new VMFS
for the VMware vSphere storage and enhanced
client storage views and reporting
EMC PowerPath/VE 2 5.7 (build 173) Advanced multipathing for
ESXi production host HBAs
EMC Unisphere™ 1 1.1.25.1.0129 VNX management software
EMC Navisphere® CLI 1 7.31.0.3.76 CLI software to manage the
VNX storage array
VMware vSphere 3 5.0.0 (build Hypervisor hosting all virtual
469512) machines
VMware vCenter 1 5.0.0 (build Management of VMware
455964) vSphere
Windows Server 2008 R2 6 2008 R2 x64 Server operating system
Enterprise Edition
Microsoft SQL Server 2008 | 3 2008 R2 Database software
R2

Enterprise Edition
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Standard Edition

Description Quantity | Version Purpose
Microsoft SQL Server 2008 1 2008 SP2 VMware vCenter™ and
SP2 vCenter Site Recovery

Manager (SRM) databases

Environment This solution was validated with the environment profile listed in Table 3.

profile

Table 3. Environment profile

Profile characteristic

Quantity/Type/Size

VMware ESXi Server

2

Domain controllers

2 (1 virtual, 1 physical)

Microsoft Windows Server 2008 R2

6

Microsoft SQL Server 2008 R2

3 x OLTP (2 WSFC, 1 SA)
1 (mount virtual machine)

Microsoft SQL Server 2008 SP2

1 (VMware vCenter database)

OLTP Database 1

100,000 users/TPC-E-like/1 TB

OLTP Database 2

100,000 users/TPC-E-like/1 TB
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Design considerations

Overview A number of strategies exist to optimize performance for the VNX series.
Recommendations can change over time and current best practices should always be
followed. These strategies include:

e Back-end SAS port balancing
e Workload balancing
= Balancing through LUN ownership
= Balancing through LUN I/O
= Balancing through feature utilization:
— Multiple pools
— FASTVP
— FAST Cache

Back-end SAS port  There is a general performance advantage to evenly distributing the /0 to the storage
balancing devices across all the available back-end ports.

Note Itisthe /0, and not the number of drives or their capacity, that needs to be
spread across the back-end ports.

Additional attention to distributing the use of storage system resources can improve
back-end performance. This is particularly true for the highest-performing storage
devices such as Flash drives. Flash drives can fully exploit the VNX’s higher speed
back end.

Figure 2 shows the relationship between the storage system’s major components.

Netwerk or Sterage _
Data Mover Front-end Ports Processors Mirrored Cache Back-end  FAST Cache Storage
: - k. T i i e O R B [ it | —— -y
connectvity I grorage LI — : Cteragt | I :GI 1 I
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1 |
]

1
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Figure 2.  Storage system — conceptual view

Processor B
1 Poirts 1

Balancing is best achieved at both the physical and logical levels. Physically, this
requires installing or selecting storage devices in enclosures attached to separate
back-end ports. At the logical level, this requires creating LUNs that distribute their
I/0 evenly across storage processors.
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Note To achieve physical distribution you may need to physically relocate drives
between disk-array processor enclosures (DPEs) and disk-array enclosures
(DAESs). Ideally, this should be done when the storage system is first
provisioned, or with drives and slots that are not in use. Be aware, drives that
have already been provisioned into RAID groups or Virtual Provisioning™
pools cannot be removed or relocated without deleting the storage object.

VNX models with more than two back-end SAS ports per storage processor (see Table

4) have a performance advantage when using specific ports, if all ports are not in use.

When all ports are in use, there is no performance advantage in using one port over
another.

e Ifyou are using only two back-end buses on a VNX5700, you should use ports
0 and 2 or 1 and 3 for the best performance.

e |Ifyou are using four or fewer back-end ports on a VNX7500, you should
alternate ports on the SAS back-end I/0 module for the best performance.

Table 4. Back-end ports per storage processor

VNX model SAS back-end ports per storage
processor

VNX5100 2

VNX5300 0

VNX5500 20r6

VNX5700 4

VNX7500 4or8

This solution was based on a VNX5700, and used ports 0 and 2, which were
configured prior to any storage being configured on the array. Figure 3 shows the
layout of the configuration. The VNX5700 storage allocation section contains more
details.
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Workload
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Figure 3.  Storage design and back-end port balancing for VNX5700 production
array

Best practice is to evenly distribute the workload for storage system resources across
machines with common load types. As well as balancing workload across back-end
ports, additional balancing can be achieved by:

e LUN ownership
e LUNI/O

e Feature utilization

Balancing through LUN ownership

Balancing across storage processors is performed by LUN provisioning in anticipation
of the workload’s requirements. It is the total I/O being handled by the assigned
LUNs that is used in balancing, not the number of LUNs assigned to each storage
processor. For example, fewer heavily utilized LUNs assigned to SP A may be
balanced by a greater number of moderately utilized LUNs assigned to SP B.

Balancing through LUN 1/0

A component of balancing LUN I/0 workload across storage processors is through the
system’s front-end ports, largely performed by PowerPath in addition to a careful
assignment of ports and zoning to hosts (refer to the EMC PowerPath/VE section for
more information.) However, front-end ports are owned by storage processors. The
number of active ports, and their utilization, directly affects storage processor
utilization. In order to achieve a lower average host response time for the storage
system, it is recommended to distribute the I/O between the two storage processors.
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Balancing performance through EMC VNX feature utilization
For this solution, the following sub-set of VNX features was employed:

¢ Multiple-pools
e FASTVP
e FAST Cache

Multiple pools

It is a recommended practice to segregate the storage system's pool-based LUNs into
two or more pools when availability or performance may benefit from separation. The
following considerations, which also apply to traditional LUN performance, should
always be taken into account when implementing Virtual Provisioning pool-based
storage:

¢ Drive contention: More than one LUN will be sharing the capacity of the drives
making up a pool. When provisioning a pool, there is no manual control over
data placement within a pool.

e Host contention: More than one host will likely be engaging each storage
processor. Both storage processors have equal and independent access to a
pool. Unless separate pools are created, there is no control over host access
within the shared pool.

Note Pools are designed for ease-of-use. The pool dialog feature algorithmically
implements many best practices.

Additionally, FAST Cache may not be required for all pool LUNs. Adopting a multiple
pool strategy simplifies storage design, allowing FAST Cache to be enabled at pool
level.

Note There are several strategies available for creating multiple pools. It is up to
you to determine how many pools meet your storage goals and business
priorities.

SP cache page size

An 8 KB page size is ideal in this OLTP-focused environment, as shown in Figure 4,
where the storage system is supporting targeted search and manipulation of small
block data. The data being requested from storage is typically 4 or 8 KB. The 8 KB
cache page size provides the best performance for random I/0 workloads with = 8 KB
[/Os.
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Figure 4.  Specify SP cache page size

FAST VP

The ability of FAST VP to automatically relocate data between tiers at scheduled
intervals provides the ability to adapt to changes in /0 patterns. Typically, OLTP data
changes as old data “cools” and the new data being written to the database
potentially becomes the “hot data”.

With the ability of Flash drives to service far higher IOPS than SAS or NL-SAS drives
(as shown in Table 5), you can service higher 1/0 with a smaller physical footprint and
lower power usage.

FAST Cache

The potential increase in performance provided by FAST Cache is dependent on the
workload and the configured cache capacity. Workloads with high locality of
reference, small block size, random read 1/0, and high concurrency benefit the most.
Workloads made up of sequential I/Os benefit the least.

OLTP workloads typically have a read/write ratio of approximately 80:20, with a small
I/0 size of 8 KB, providing an ideal profile for FAST Cache. Their hot data changes
frequently. FAST Cache provides the ability to respond to this change in data I/0
requirements. It will not promote data located within the Flash tier of a FAST VP pool,
but will promote data residing in the lower tiers. This provides a fast reaction to
changes in 1/0 that occur between scheduled FAST VP relocation windows.

FAST Cache is provisioned with Flash drives, which must be allocated in pairs to FAST
Cache. Current EMC best practice is to keep the primary and secondary physical
drives on the same bus.

This solution employs 12 Flash drives, which consist of six mirrored pairs. To
distribute the FAST Cache across the buses, six drives were configured to use Bus 0
and six drives to use Bus 2. This placed three mirrored drive pairs across each bus, as
shown in Figure 3.
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Storage design

Sizing FAST VP
pools and FAST
Cache

The target load for both the standalone (SA) and WSFC configurations was 50,000
IOPS. For the SA SQL Server, the application had a host IOPS requirement of 25,000.
The example below shows how this was calculated.

Utilization recommendation

As drive utilization increases, response time likewise increases, according to Little’s
Law. At approximately 66 percent utilization, response times increase dramatically. It
is notrecommended to use the full rule-of-thumb IOPS for performance planning.

A drive that has 180 IOPS (15k RPM SAS) will be at almost full utilization under that
throughput. The response times of individual I/Os can be large. It is prudent to plan
for approximately 2/3 of rule-of-thumb IOPS for normal use. This leaves more than
enough margin for bursty behavior and degraded mode operation.

Performance estimate procedure
In this solution, these steps were followed to perform a rough order of magnitude
(ROM) performance estimate:

1. Determine the workload.
2. Determine the I/0 drive load.
3. Determine the number of drives required for performance.

Determine workload

This is often one of the most difficult parts of the estimation. You may not know what
the existing loads are, or the load for the proposed systems. Yet it is crucial for you to
make a forecast as accurately as possible. An estimate must be made.

The estimate should include not only the total IOPS, but also what percentage of the
load is reads and what percentage is writes. Additionally, the predominant I/0 size
must be determined.

Determine /0 drive load

In this solution, separate pools were used to service the data files from each
Microsoft SQL instance. The default private RAID group is a RAID 5 pool (4+1)
configuration. This gave a good balance of capacity and capability for the Flash tier.

A disk configuration of 40 SAS 10k rpm drives with five Flash drives was chosen to
create a heterogeneous pool totaling nine private RAID groups. The read/write ratio of
the OLTP workload was 9:1, with the page size for Microsoft SQL Server being 8 KB.
An application will have a host IOPS requirement, in this case 25,000, which typically
results in a larger count of back-end disk IOPS due to varying I/O write penalties,
depending on the RAID protection technology.
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The calculation below requires the use of Table 5. Note the IOPS values in the table
are drive /OPS.

Table 5. Small block random I/0 performance by drive type

Drive type IOPS
Flash drive 3,500
SAS 15k rpm 180
SAS 10k rpm 150
NL-SAS 7.2k rpm 90

To determine the number of drive IOPS implied by a host 1/0 load, adjust as follows
for parity or mirroring operations:

e Parity RAID 5: Drive IOPS = Host read IOPS + 4 x Host write IOPS
e Parity RAID 6: Drive IOPS = Host read IOPS + 6 x Host write IOPS
e Mirrored RAID 1/0: Drive IOPS = Host read IOPS + 2 x Host write IOPS

Using the Parity RAID 5 calculation:
e Back-end disk IOPS = (0.9 x 25,000 + 4 x (0.1 x 25,000)) = 32,500

Figure 5 shows the back-end drive IOPS capability of this configuration.

/————\

[ Flash Drives ][ ][ 17,500 ][ 11,550 ]

[ sas10krpm || |l so000 || 3960 |

FAST VP Pool
Expected toservice
Expected toservice
. J

Figure 5.  Back-end drive IOPS capability

After working out the maximum drive I0OPS for each tier, also factor in:
e 66 percent for SAS drive, according to Little’s Law.

e ForFlash drives, which do not adhere to Little's Law, the application of
66 percent relates more to what is the typical fill of hot data in that extreme
tier. The reasoning applied is that FAST VP on VNX works on slices of 1 GB.
Within those slices some of the data blocks may consist of luke-warm or
colder data, which do not need to be serviced as regularly as in-demand hot
data blocks.
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Determine number of drives required for performance
Make a performance calculation to determine the number of drives in the storage

system.

Divide the total IOPS (or bandwidth) by the per-drive IOPS value provided in Table 5
for small-block random I/0.

The result is the approximate number of drives needed to service the proposed |/0
load. If performing random I/0 with a predominant I/0 size larger than 16 KB (up to
32 KB), but less than 64 KB, increase the drive count by 20 percent. Random I/0 with
a block size greater than 64 KB must address bandwidth limits as well. This is best

done with the assistance of an EMC USPEED professional.

Storage The production storage configuration for the solution is shown in Table 6.
configuration
Table 6. Production array storage configuration

Pool/RAID . .

RAID type group Disk configuration | Purpose

RAID 5 SAS and Flash 40 x2.5” 600 GB OLTP database 1 (WSFC)
drives pool 10k SAS data files
(Pool 1 - 5x3.5” 100 GB
Windows Failover | Flash drives
Cluster virtual
machines)

RAID 5 SAS & EFD pool 40 x 2.5” 300 GB OLTP database 2 (SA) data
Standalone SQL 5x3.5” 100 GB
virtual machine) | Flash drives

RAID 5 SAS RAID group 5x 2.5” 600 GB 10k | Virtual machine operating
(RAID Group 0) SAS systems and page files

RAID 5 SAS RAID group 4 x3.5” 600 GB 15k | OLTP SQL Server System
(RAID Group 1) SAS (Master, Model, MSDB) and

WSFC Quorum

RAID 1/0 SAS RAID group 4 x2.5” 600 GB 10k | OLTP database logs (WSFC
(RAID Group 4) | SAS and SA)

RAID 1/0 SAS RAID group 4 x2.5” 300 GB 10k | OLTP database 1 (WSFC and
(RAID Group 2) SAS SA) temp database and logs

RAID 1/0 SAS RAID group 4 x2.5” 300 GB 10k | OLTP database 2 (WSFC and
(RAID Group 3) SAS SA) temp database and logs

RAID 1 Flash Flash drives 12x3.5” 100 GB FAST Cache pool

drives FAST Cache pool | Flash drives
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VNX5700 storage  Table 7 details the storage LUNs provisioned for the solution from the VNX5700 array.

allocation
Table 7. Storage LUNs
User ..
Name RAID iy owner Storage Pools/RAID Tler!ng
Type Groups Policy
(GB)
LUN_101 - OLTP Data Files (WSFC) RAID 5 750
. Pool 1 - Windows
LUN_102 - OLTP Data Files (WSFC) RAID 5 750 P A Failover Cluster VMs (40
LUN_103 - OLTP Data Files (WSFC) RAID 5 100 SAS &5 EFD, RDM
volumes)
LUN_104 - OLTP Data Files (WSFC) RAID 5 100
Auto-Tier
LUN_201 - OLTP Data Files (SA) RAID 5 750
LUN_202 - OLTP Data Files (SA) RAID 5 750 Pool 2 - Standalone SQL
SPB VM (40 SAS & 5 EFD,
LUN_203 - OLTP Data Files (SA) RAID 5 100 VMFS-5 volumes)
LUN_204 - OLTP Data Files (SA) RAID 5 100
RGO-0OS Volumes RAID 5 1,024 SPB RAID Group O
RG1-MSDTC RAID 5 5 SPA
RG1-WSFC QUORUM RAID 5 1 SPB
RAID Group 1
LUN_100 - System DB (WSF() RAID 5 10 SPA
LUN_200 - System DB (SA) RAID 5 10 SPB
LUN_301 - TempDB (WSFC) RAID 1/0 100 SPA
LUN_302 - TempDB (SA) RAID 1/0 100 SPB
RAID Group 2
RG2_SDRS_DS1 (SDRS Test DS) RAID 1/0 250 SPA
LUN_303 - TempDB (WSFC) RAID 1/0 50 SPB
LUN_304 - TempDB (WSFC) RAID 1/0 100 SPA
RG3_SDRS_DS2 (SDRS Test DS) RAID 1/0 250 SPB
RAID Group 3
LUN_305 - TempDB (SA) RAID 1/0 100 SPA
LUN_306 - TempDB (SA) RAID 1/0 50 SPB
LUN_105 - MSSQL_tpce_log
200 SPB
(WSFQ) RAID 1/0 RAID Group 4
LUN_205 - MSSQL_tpce_log (SA) RAID 1/0 200 SPB

Table 7 shows that balancing across the storage processors was performed during
LUN provisioning in anticipation of the workload’s requirements.

Note Itisthe totalI/O being handled by the assigned LUNs that is used in
balancing, not the number of LUNs assigned to each storage processor.

Take note of the separation of Flash drives across Bus 0 and Bus 2 which separates
Flash drives across physical ports on the VNX. Primary and secondary Flash Cache
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EMC VSI
provisioning

physical drives are kept on the same bus. These are current EMC best practices for
performance on the VNX storage series. Refer to the VX Best Practice document,
which is available on Powerlink.

EMC VS| automates the task of provisioning storage. The EMC VSl is a client-side
plug-in and is installed along with the VMware Infrastructure (VI) Client. Once VSI has
been installed and enabled, a new icon is displayed in vSphere client under
Solutions and Applications. Some post-configuration tasks must then be completed.
In the VNX section in vCenter, input the IP address of the SP A/B controllers together
with the login credentials.

Provisioning new storage
On the Properties window of a VMware HA cluster, the EMC menu allows you to
provision new storage; you can specify either a Disk/LUN or Network File System.
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Figure 6.  Provision new storage
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You can select the Disk/LUN option in the wizard, as shown in Figure 7. This allows
you to select which VNX to use.

B0l Chuster - B0 ¥&1 for ¥hware vephers: Unalied Storage Management - Provision Sboradge

Select Storage Type
Speciy # you want to foemat a new volume o use & shaned folider over the network,

Select Storage Type Gaorage Ts
Choose Storage Maray Tope
~ Disk/LUN
Create a datastors on & Fibee Charnel of 505] dik.

" Motwork File Sprtem
Meunt & thared folder cver 8 netwok conmeciion an & dabastore.

Figure 7.  Select Disk/LUN

You can select the storage pool from which to carve the LUN. As shown in Figure 8,
the storage pool called Pool 2 - Standalone SQL VM (40 SAS & 5 EFD) was selected,
as this is the dedicated pool for the Microsoft SQL Server virtual machine named SQL-
SA.

[ SOL Cluster - EMC Y51 for YMware ¥Sphere: Unified Storage Management - Provision Storage

Choose Storage Pool
‘which storage pool would vou like ko use?
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Storage RAID Dizk 7 i
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choose Storage Pool i i oh (GE) (Ge)
hoose AMES Metsion: Paol 0 Pool RADIM  |NLSAS  |16344023 |16944.029
Chonse Starage Details
Pool 1 - Windowes Failover Cluster %M's (40 ... |Pooal RAIDS Mixed 15750703 |15750.703
: ) |Pool Mizcect
RAID Group 0 RAID Gro... |RAIDS SAS 1117336 [1117336
RAID Group 1 RAID Gro... |RAIDS SAS 1030207 |[1030.207
RAID Group 2 RAID Gro... |RAIDTAO Sas 283.865 283.865
RAID Group 3 R&ID Gro... |[R&ID10 SAS 283.869 283,865
RAID Group 4 R&ID Gro... |R&D10 SAS 470,436 470436

Figure 8.  Select storage pool

You can complete the whole process by choosing LUN number, size, and whether to
format it as VMFS or leave it blank for an RDM, as shown in Figure 9.

Note VSlis also aware of EMC’s FAST VP Auto-Tiering policy features.

EMC Storage Optimization and High Availability for Microsoft SQL Server 2008 R2

EMC VNX5700, EMC FAST Suite, VMware vSphere 5




Seloct Storage Tvpe
Choose Storage Aursy ottty =
Choose Storage Pool " YMFS Datastore
Choose Storage Details [hatastors Name: P-LH_:’IG
™ ROM Volume
LUN Properties
LUN D I.ECE "I
Defauk Owner:  [SP A >
Capacity: [10d |ee =] (Maxi 7173.904 GB)
T Hr
_dvarced |

Figure 9.  Format LUN

Once you click Finish, VSI handles the rest of the process. The VMFS volume name
entered in the dialog box is also set as the “friendly” name of the LUN in Unisphere,
as shown in Figure 10. The provisioning of storage within VSI can be configured on a
per-user access policy.

Details <l S S
Pool LUMS Disks
| W . Filter for | Usagel &LL User LUMs hd |
Mame - State User Capacit... Eurrent Owner Host Informa... Tlerlnq Policy
1 Selected | Delete || Properties || 4dd to Storage Group | Filtered: 5 of 5

Last Refreshed: 2011-10-06 12:22:11

Figure 10. LUN name in Unisphere
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VS| Storage Viewer

As shown in Figure 11, EMC Storage Viewer adds additional visibility to your storage
from vCenter. By selecting the EMC VSI tab and selecting a data-store, you can view
all the information for the volume. For example, you can select VMFS datastore
LUN_201 to view all details of the VNX storage pool that LUN_201 resides on.

&Events | Alarms | Permissions | Maps ELekelda Storage Views - Hardware Status

Storage Yiewer'Datastores

Datastores Refresh
Identification + | Statis | Device | Drive Type | Capacity |
Database Builds &... & Normal DGC Fibre Channel... Non-550 10,00 TB
B Iometerl & Normal DGC Fibre Channel... Non-550 99,75 GB
iometer2 & Normal DGC Fibre Channel... Non-550D 99,75 GB
Local-Storage 1 & Normal SEAGATE Serial A... Non-55D 131.75 GB
;Zﬂ“l"_'h & Normal DGC Fibre Channel... Non-55D 749,75 GB
Lun_202 & Normal D&C Fibre Channel... Non-55D 749,75 GB
B LUN_203 & Normal DGC Fibre Channel... Non-550 99.75GE

1| |
Storage Details  Common | |Storage Pools  Paths |

acs:L: b
Array: YR WNKSTO0 - CKMO0L 10400077 750,00 GB  Capacity
Device: LUM_201 (Thick Device)
. : 750.00GB E Used
Type:  Thick 0.008 [ Free
Allocated Space
> Storage Pools: 1 o
Pool 2 - Standalone SQL ¥™ (40 SAS & 5 EFD)
Description: 8.72TB Capacity
State: Ready .
1.717T68 @ Used
RAID: RAID 5 7.01 T8 [ Free
Drive Type: 545 + SATAIl_ 55D Subscribed: 1.71 TB (19%:)

Figure 11. VSI Storage Viewer

SQL standalone Both Fast VP pools were created with the same attributes. The pools were easy to
and WSFC FASTVP  create and required only these user inputs:
pools

e Pool name
e Disks: number and type
e Protection level: RAID 5, 6, or 1/0

In this solution, RAID 5 protection level was used in both pools, which were initially
created as homogeneous pools with 40 SAS drives. With 40 drives for a RAID 5 pool,
Virtual Provisioning creates eight five-drive (4+1) RAID groups.
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Note Use the general recommendations for RAID group provisioning for traditional
LUNs when selecting the provisioning of the storage pool’s RAID types.

Expanding a homogeneous pool to a heterogeneous pool for tiering

After completing baseline testing (refer to the Test results section), both pools were
expanded with the addition of five 100 GB Flash drives on each. For RAID 5, initial
drive allocation and expansion should be in multiples of five. Virtual Provisioning
creates one five-drive (4+1) RAID group.

The procedure for expanding storage pool properties in Unisphere is as follows:
1. Select the Disks and click Expand.
2.  Select the additional disks required.

As these changes are applied, a warning is displayed stating that adding the
additional drive types will create multiple tiers. FAST VP automatically creates Tier 0
as the highest tier, with the Flash drives as the optimal performing drives. The SAS
drives, which are already allocated, become Tier 1, which is the lowest tier.

After expanding the pools with different drive types, automatic data movement can
now be performed on appropriate drive tiers depending on the |/0 activity for the
data. The Flash drives immediately become the pool’s highest tier, and the most
frequently accessed data in the pool is now moved to this (extreme performance) tier.

Once you enable auto-tiering on the LUNs, FAST VP technology continuously monitors
and analyzes data workloads to generate the tiering recommendations to move
colder (inactive) data to lower capacity optimized storage tiers and hotter (active)
data to higher performing tiers.

Tiering is done at the sub-LUN level, through the use of 1 GB segments. This ability
greatly reduces provisioning uncertainty, since data is moved according to the activity
level and administrators are no longer locked into committing to a provisioning
strategy that can quickly and unexpectedly change.

This ability to automatically locate data to the appropriate tier so that it is effectively
located in the right place, at the right time, is a major breakthrough in storage
technology. Through investment in Flash and FAST VP technology, workloads can be
serviced through a smaller physical footprint on the array than traditional
configurations required. This provides the additional benefits of lower investment,
lower running costs, and simplified administration, while maintaining or increasing
workload performance.
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Data relocation in FAST VP is governed by the global relocation setting on the Tiering
tab of the Storage Pool Properties window. This presents you with two options,
manual or scheduled, as shown in Figure 12.

General  Disks  advanced | Tiering

Tier Status _
Auto-Tiering: !_Manual v | Relocation Schedule
Data Relocation Status: Ready

Data to Move Down: 0.00 GB

Data to Move Up: 0.00 GB

Estimated Time for Data Relocation: 0.00 Hours

-Tier Details {shown top down from highest to lowest) 1

Tier Move Down (GB) Move Up (GE) User (GB) Cnnsumee;
Extrerne Perf... N/A MN/A 360.70 0.00
Performance .00 0.00 1714542 175141

Figure 12. Manual tiering selected

With the Manual option selected, data relocation on the selected storage pool is
initiated, and you can select the rate and the duration for the data relocation to

complete, as shown in Figure 13.

Data relocation can occur at three different rates:

e High
e Medium
e Low
r | Start Data Relocation

| Start data relocation on the following Storage Pool(s):
| Poal 1 - Windows Fallover Cluster ¥M's (40 SAS & 5 EFD)

Data Relocation Rate; High aw

Drata Relocation Duration 4 % | Hours Minutes

Figure 13. Data relocation options

You can start, pause, and stop the relocation at any stage of the process.
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Table 8 details the available tiering policies.

Table 8.  Tiering policies

Policy Description
Auto-Tiering Best for most users, adjusts the busiest data to the fastest
(recommended) tier.

Highest Available Tier Sends the most critical data to the highest tier.

Lowest Available Tier Sends the least performance-sensitive data to the lowest
tier.
No Data Movement Data is distributed evenly but is not moved after that.

The tiering policies are set in the LUN Properties window, as shown in Figure 14.

— CKMO0110400077 : LUN_201 : LUN Properties

General || Tiering | | Statistics  Hosts  Folders

~Tiering Policy -

(=) Auta-Tier (recommended)
[_) Highest Available Tier
() Lowest Available Tier

() Mo Data Movernent

rTier Details (shown top down from highest to lowest)

| Tier Distribution (%)
Perforrmance 100.00

Figure 14. Tiering policies

After relocation

After relocation occurs and the hottest data is moved to the Flash tier, you can see
that in both Microsoft SQL instances only LUNs 101 and 102 from Pool 1 and LUNs
201 and 202 from Pool 2 have a percentage of data moved to the Flash tier (Tier —
Extreme Performance).

Figure 15 shows 360 GB of space on the Flash tier, with 324 GB consumed. FAST VP
fills the available space on tiers to 90 percent when auto-tiering is the chosen tiering
policy (10 percent is automatically reserved by the system).
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General | Disks | Advanced | Tiering |

rTier Status

Auto-Tiering: |_Manua| o || Relocation Schedule
Data Relocation Status: Ready

Data to Move Down: 0.00 GB

Data to Move Up: 0.00 GE

Estimated Time for Data Relocation: 0.00 Hours

~Tier Details (shown top down from highest to lowest)

Tier Mowve Down (GB)  Move Up (GB) |User (GB) [Consumet
I Extrerne Perf... 0.00 0,00 360.70 32463
Performance 0,00 0,00 17145 .42 1426.75
Figure 15. Pool 1 after relocation

After the four-hour relocation window, LUN_102 properties were checked;
21.43 percent of the LUN was moved to the Flash tierin Pool 1, as shown in Figure 16.

EEKMDDI 10400077 : LUN_102 : LUM Properties

General | Tiering | Statistics

Haosts Folders

~Tiering Policy
{® Auto-Tier (recommended)
() Highest Fwailal:u%Tier
() Lowest Available Tier

) Mo Data Movement

~Tier Details (shown top down from highest to lowest)—

Tier

|Distribution (%)

Extrerne Performance
Performance

21.43
78.57

Figure 16. Properties for LUN_102
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FAST Cache

After the four-hour relocation window, LUN_103 properties were checked. None of the
LUNs were moved to the Flash drives in Pool 1, as shown in Figure 17.

EEKMDDI 10400077 : LUN_103 : LUN Properties

General | Tiering | Statistics Hosts | Folders

-Tiering Policy

(®) Auto-Tier (recormmended)
{1 Highest available Tier
) Lowest Available Tier

D Mo Data Movermment

~Tier Details {(shown top down from highest to lowest)—

Tier Distribution (%)
Performance 100.00

Figure 17. Properties for LUN_103

Table 9 details the distribution of the LUNs in the FAST VP-enabled pools. The test
databases used in both the WSFC and standalone Microsoft SQL instances are
identical, and distribution across tiers for the four LUNs in each pool is almost
identical. A slight deviation is normal, as in a FAST VP-enabled pool, data is allocated
to 1 GB slices, and the initial distribution of data to these slices during initial data
load will vary.

Table 9. LUN distribution across tiers in FAST VP-enabled pools

Pool Pool 1: WSFC Pool 2: Standalone

LUN 101 102 103 104 201 202 203 204
Flash Tier 2039 | 2143 | 0 0 |2021] 2203 | o 0
(percent)

SAS Tier

(percent) 79.61 78.57 100 100 79.79 | 77.97 100 100

FAST Cache uses a RAID 1 paired drive provisioning to provide both read and write
caching, in addition to mirrored data protection. All of the FAST Cache drives must be
the same capacity.

When practical, EMC recommends that at least four Flash drives be used in a FAST
cache. With a larger number of drives, concurrency is improved, and storage
processor contention is reduced, resulting in greater efficiency in the caching role.
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Enabling FAST Cache
It is recommended that FAST Cache is installed during periods of low or no activity.

Creating a FAST Cache disables the storage system’s read/write cache until the
process is complete. As a result, the storage system’s write cache is flushed in order
to zero and then be automatically reconfigured with less memory, (see Figure 18).
While the read/write cache is disabled, overall performance can be adversely
affected.

CEMO01 10400077 - Create FAST Cache
FAST Cache Drive Criteria

RAID Type: 1 b

MNumber of Disks: 1z e

Disks

= Automatic Total Raw Capacity; 1100.719 GB

Confirmi: Starage System may disable SP Cache
The Storage System will reenable 5P Cache when o findzhes
configuring the FAST Cache This process may take up to several

hours during which the Storage System may disable 5P Cache [tis

not recommended 10 change any Cache configuration pararmeters
durmg the process. Do you want to contime?

Figure 18. Disable SP cache

The time it takes to fully configure the FAST Cache depends on the cache’s size and
any workload activity on the storage system. Larger FAST Caches take longer to
configure. On a quiet system with low activity and small FAST Caches, the
configuration can take several minutes. Configuring a large FAST Cache on a loaded
storage system may take longer than an hour. Figure 19 shows FAST Cache details.

Ganeral SP Cache
| FAST Cache SP Memary Software Envwiranrment
FAST Cache
State: Disabled
Size: 0 GB R&AID Type: M/A

I Operation Type: Initializing Operation State: Running (0%}

Disks

Disk Capacity  Model State

& Bus 0 Enclosure 0 Di... 91.727 GB 53160510 CL... Unbound  |#
0 Bus 2 Enclosure 0 Di... 91.727 GB 35160510 CL... Unbound

AP Rie 2 Erelners N Mi 91 777 AR SS140SI0 1 liekaomd Y
Statistics

Properties =12} =P B

Percent Dirty Pages 0 u]

Figure 19. Configuring FAST Cache

FAST Cache provides an effective way of increasing Virtual Provisioning pool
performance.
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Multiple pools

FAST Cache is enabled at the pool level with Virtual Provisioning. Any number of
pools may utilize FAST Cache at the same time. However, the entire pool, not
individual LUNs, will have FAST Cache enabled or disabled.

#% CKMD01 10400077 - Pool 1 - Windows Failover Cluster ¥M's (40 SAS & 5 EFD) : Stor... [B[=] E3

General | Disks |Advanced | Tiering

Storage Pool &lerts
[Pernerﬂ: Full Threshaold: '|?[|

<]
#

FAST Cache |-
[ [#| Enabled

Figure 20. FAST Cache enabled for pools

Virtual Provisioning pools with Flash drives
With FAST VP-enabled virtual provisioned pools, data on the pool’s Flash drives is not
cached by the FAST Cache feature.
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VMware design

Overview When deploying Microsoft SQL Server 2008 R2 in a virtual environment, you need to
make several design decisions, such as specific database requirements in relation to
CPU, memory, and storage, in order to maintain or improve database performance. In
this white paper, EMC provides guidance to help you virtualize SQL Server using
VMware vSphere 5.

Virtual machine EMC deployed SQL Server virtual machines with the configuration settings as shown
allocations in Table 10 and Table 11.

Table 10. Windows Failover Cluster virtual machine configurations

Name and Role | vCPUs Memory Disks vSCSl Controller
SQL-WFC01/02: 24 vCPU 64 GB reserved | 100 GB OS and Page File 0:0 (LSI Logic SAS)
clustered (Number of virtual (SQL max (VMDK)
instance of sockets: 3; server memory ; )
Microsoft SQL Number of cores 60 GB) 40 GB Program Files (VMDK) 0:1 (LSI Logic SAS)
Server 2008 R2 per socket: 8) 1 GB QUORUM (RDM) 1:0 (LSI Logic SAS)
Physical
5 GB DTC (RDM) 1:1 (LSI Logic SAS)
Physical
750 GB OLTP Data Files (RDM) | 2:0 (LSI Logic SAS)
Physical
750 GB OLTP Data Files (RDM) | 2:1 (LSI Logic SAS)
Physical
100 GB OLTP Data Files (RDM) | 2:2 (LSI Logic SAS)
Physical
100 GB OLTP Data Files (RDM) | 2:3 (LSI Logic SAS)
Physical
100 GB TempDB (RDM) 3:0 (LSI Logic SAS)
Physical
100 GB TempDB (RDM) 3:1 (LSI Logic SAS)
Physical
50 GB TempDB (RDM) 3:2 (LS| Logic SAS)
Physical
200 GB SystemDB (RDM) 3:3 (LSI Logic SAS)
Physical

10 GB Transaction Logs (RDM) | 3:4 (LS| Logic SAS)
Physical
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Table 11.

Standalone virtual machine configurations

Server 2008 R2

per socket: 8)

Name and Role | vCPUs Memory Disks vSCSI Controller
SQL-SA: 24 vCPU 64 GB reserved | 100 GB OS and Page File 0:0 (Paravirtual)
standalone (Number of virtual | (SQL max server | (VMDK)
instance of sockets: 3; memory: 60 GB) - -
Microsoft SQL | Number of cores 40 GB Program Files (VMDK) 0:1 (Paravirtual)

75 GB SDRS Test DS (VMDK)

0:2 (Paravirtual)

745 GB OLTP Data Files
(VMDK)

1:0 (Paravirtual)

745 GB OLTP Data Files
(VMDK)

1:1 (Paravirtual)

98 GB OLTP Data Files (VMDK)

1:2 (Paravirtual)

98 GB OLTP Data Files (VMDK)

1:3 (Paravirtual)

95 GB TempDB (VMDK)

2:0 (Paravirtual)

95 GB TempDB (VMDK)

2:1 (Paravirtual)

47 GB TempDB (VMDK)

2:2 (Paravirtual)

8 GB SystemDB (VMDK)

2:3 (Paravirtual)

195 GB Transaction Logs
(VMDK)

2:4 (Paravirtual)

Microsoft SQL

A cluster of virtual machines across physical hosts (also known as a cluster across

configuration for
WSFC in VMware

boxes (CAB)) protects against software failures and hardware failures on the physical
machine by placing the cluster nodes on separate ESXi hosts. The virtual machines
share a private network connection for the private Heartbeat and a public network
connection, as shown in Figure 21. A dvswitch with Heartbeat network was created as
a dvportgroup.

WSFL Hearthe st

-;-' [ tee-sghvomnber,sghucel com

h F_I_;S ﬁhﬂmk Gettng Started - Summary - Networks | - Ports - Resource Alocetion . R is TR - Wirtusd Machines
= = Priochachicn Nebwork, Remove  Add Host... Mansgs Hosts, .. Bew Py
dhSutch-DiLiplnks-
2 dvPortim WSFC Meartheat @ [
= - | WIFC Heartheat . .
EE&MN |8 dePentaroue 0% % [ EwWsFC Heartbest-Dvupinks46 O )|
i VLAN 1Dz — = e dviiplirkl (2 NIC Adapkers)
| EVirtual Piachings () Lt £ ol 172.30.230.74 o
SOL-wRCoL oD - vmnkl I72.30.231.75 o
b o0 L

Figure 21. Switch with Heartbeat network
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As shown in Figure 22, a second vNIC adapter was added in the Virtual Machine
Properties to carry the cluster communications traffic (virtual machines configured as
cluster nodes must use vmxnet network adapters). The vNIC was connected to the
heartbeat port group.

,_-.: SOL-WFCO1 - Virtual Machine Properties

Hardware | Options | Resources | Profiles | vaenvices | Wirtual Machine Version: 8
~ Device Stabus

[ Show a1 Devices Add... ] Refmove J [ s

Hardvare | Summary & ¥ Connect st power on

E] wideo card Vo card - w

=3 WM device Restrickad rm;:r .

() 5CS1 conkroder 0 LST Ligic SA5 | ks z Ligich

£ 5051 cortroller | LSI Lagh: SAS S A 3

(D 5CS1 conkroller 2 LS1 Logic SAS E..._..._ "“L“f

O 551 controler 3 151 Logic 545 A0, AR

= Hwddskl Wirtual Disk: (% Aubomatic " Marual

= Hwddsk Wirtual Dl

£ Had dsk 3 Mappesd P LU —DrectPath 1/0 -

3 Huwd dsk 4 Mappand P LU Status! Inactive D

= Hard deks Mapped R LU To activate DirectPath E/0, go ba the Resources tab and

3 Hard ek & Tappad Flan LU ek Manony Sabtings Lo reserve sl Quash mamory,

= Hawddsk7? Pappesd Raw LUN

= Heddsks Mapped Raw LUN

= Hoddskd Plappeesd Rl LLIN

) Huwddd 10 Magiped P LI =l

= Harddisk 11 Phaprand Fawe LN

=3 Hawddsk 12 Phappend Fuawe LUN Gukch bo advanced settigs |

3 Hawd disk 13 PMappesd R LUN

By CO/DD drive 1 ik Durici

Figure 22. Second adapter added

After the network configuration was completed, virtual disks were added to the virtual
machine for the cluster. This is detailed in the VMware Setup for Microsoft Cluster
Service guide available on the VMware website.

Storage array LUNs were mapped as RDMs to the primary virtual machine. You need
to set up a separate vSCSI controller for clustered disks, as clustered disks cannot
reside on the same vSCSI controller as the operating system boot drive. You also
should map your database and log LUNs on separate vSCSI adapters, as shown in
Table 10, keeping similar workloads on vSCSI adapters.

Note InavSphere HA cluster, WSFC is not supported for DRS and vMotion. Only a
two-node WSFC cluster is allowed.

You have the option of storing the mapping file with the virtual machine oron a
datastore that has common access to all nodes in the VMware datacenter. EMC chose
to store the mapping file on common storage in a location created by the first virtual
machine that maps the storage. In this case, it is the RG0-OS Volumes datastore in
the SQL-WFCO1 folder, as shown in Figure 23.
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Yirtual Machine YWersion: &

— Physical LUM and Datastore Mapping File

vl 020003000060060160adf02a002a%e55d502cFe01 15241

—Mirtual Device Node

|scst (1:0) Hard disk 3 =]

— Compatibility Mode
£ Yirtual % Physical

Figure 23. Mapping file location

The RDM LUNSs have to be in physical compatibility (pass-through) mode in order to
allow the virtual machine to directly access the presented LUNs; however, using this
mode does not allow the creation of VMware snapshots. There are two changes which
you need to make to the vSCSI adapter. Physical mode is enabled, and the SCSI
Controller Type is changed to the “SAS adapter”, as Windows Server 2008 no longer
supports SCSI-2 reservations, see Figure 24. The LSI Logic SAS adapter supports
SCSI-3 reservations.

|:_'..5"|.I1|._ WFCO1 - Virtual Machine Properties
Hardware | Options | Resources | Profies | vServices | Virtual Machine Yersion: 5
™ Show 2l Devices Add... | [ SCSI Cortroler Type -
Current : LSI 505 Change Typs...

T TSawmary a] type Logic I

Vides card Video card -5C51 Bus Sharing :

£ WRCT device Rechyiched Sat & pobcy bo alow virkusd disks bo be used

551 controller 0 151 Logic 545 simiitaneously by multipls virtual machines,
e T : I
: " None

DSOSl controller 2 L5] Logic 545

Q SCST cortroler 3 LS Logk: SKS mrmmmmwm

= Hard disk 1 Wirtuisl Dek

e o 3 tusal dishs can be shared bebwesn virtual machines

Vi can

£ Hard dsk 3 Mapped Faw LUN ixlrissti :

0 Hard disk 4 Mapped Raw LUN - i

= HwddshS Magped Raw LUN " physical

= Had disk 6 Mapped Raw LUIN Virtual disks can be shared between virtusl machines
= Hoed disk 7 Mapped Raw LN Lol Lt

Figure 24. Changes to the SCSI adapter
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As shown in Figure 25, vSCSI adapter 0 is not in SCSI Bus Sharing mode. This is
because the adapter holds the operating system boot and program files drive, which
do not need to be in SCSI Bus Sharing mode, and there is no need to share it with
othervirtual machines. Being in SCSI Bus Sharing mode could possibly result in data
corruption as well as an unsupported Microsoft operating system configuration.

[+ SOL-WFCD1 - Yirtual Machine Progerties

mlwlmlmlwl Virtual Machine Version: &
™ show All Devices s | [~ SC5T Cortroler Type :
e E — | Curent type: LS Logic 545 Change Type... ||
Wl themory BS5ED ME SCE1 Bus Sharng

B s 4 Sat & pobcy to allow virtual disls £o be used

5] wdeo card ¥ideo card s anecushy by muliple virtual machines.

WICE device Restricted
T © ore
: Wrtual disks cannot be shared betvsen virtusl

(O 50T controler | LST Logic SAS i

a SCA[ conkroler 2 L51 Lo S5 T

& 505l controler 3 L5! Logic 545 f‘mm e

= Harddiskl Virtusl Disk chn between virtual machine:

oy ke s sarver.

3 Harddik 2 Virtusl Digk

= Harddisk 3 Mapped Raw LN ™ Pypsical

= Harddisk Mapped Raw LUK Wirtual disks can be shared between virtual machines
=3 Hard disk 5 Mappesd Fiaw LUK O &Yy Sarver,

= Hard disk & Mapped R LW

Figure 25. vSCSI adapter O not in SCSI Bus Sharing mode

Settings on the second cluster node are edited to map the LUNs already created on
SQL-WFCO01. Each disk is given the same SCSI address in both virtual machines
(WFC01 and WFC02.)

Memory is not overcommitted. The Memory Reservation (minimum memory) option is
set to be the same as the virtual machine, as shown in Figure 26.

[ SOL-WFEO1 - Wirtual Machine Properties

‘Hardware | Options  Rescurces | profles | vServices | Virtual Machine Version: 8

Settings | Summary |~ Resource Alocation

PU 0 Mz

Pemary 6550 MB I™ Reserve all guest memory {Alllocked)

e D e _

Advanced CPU HT Sharing: Ay Shares: {ormal =] | e =

hiebvarced Memory NUMA Nodes: 4 |m: — ——— [ esodm
B

Figure 26. Memory reservation

EMC Storage Optimization and High Availability for Microsoft SQL Server 2008 R2

EMC VNX5700, EMC FAST Suite, VMware vSphere 5

39




For WSFC CAB, virtual machines in a cluster must be configured for DRS anti-affinity
rules. Virtual-machine-to-virtual-machine anti-affinity rules are created, as shown in
Figure 27. Strict enforcement of this rule is also enabled.

[« L Cluster Setbings

Mustes Frahures Liss this page ko craate nubes For virtual machines within this duster, Rules wil apgly b
wSphere HA wirtiesl maschines onky wids Ehey are deployed bo thes duster snd will not be retained i the

Wirtweal Machine Opticns wirtual machines aré moved out of the cluster,

¥ Monitoring

Datastors Heartheating Name | Type | Defined by
w5phere RS S BB WSRO WM Seperstion  Separate Yirtual Machines Lises

DRS Groups Manager B SQL-WFC1

RLies B SOL-wWRCDZ

Virtual Machine Cptions

Figure 27. Anti-affinity rules

i) Advanced Options (DRS)

Enker a value for each advanced configuration option specified:

Opicn | walue

FaorcedffinePoweran 1

Figure 28. DRS Advanced Options window

EMC used virtual-machine-to-host affinity rules because vSphere HA does not obey
virtual-machine-to-virtual-machine affinity rules. Otherwise, if a host fails, vSphere
HA could put clustered virtual machines, which are meant to stay apart, on the same
host. This problem is avoided by setting up DRS groups and using virtual-machine-to-
host affinity rules, shown in Figure 29, which are obeyed by vSphere HA.
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1 ————————"SS 1
Rule I DRS Groups Manager I

Give the new rule a name and choose its type from the menu below,
Then, seleck the entities ko which this rule will apply.

—Mame
IESXi-l SQL-WFCDll

— Twpe
I'-.-'irtual Machines to Hosts j
—DRS Groups
Clusker Mm Group:
|sqL-wrcnt -]
|Must run an hosks in group j

Cluster Host Group:
|Esxi-1 soL-wFCO1 |

L},;' Wirkual machines that are members af the Cluster DRSS WM Group
SOL-YWECO1 Must run on hosks in group ESEi-1 SOL-WFCOL,

Figure 29. Host affinity rule

When finished with the secondary node storage configuration, Microsoft .NET
application server roles are installed, associated role services configured, and the
failover cluster feature added to both primary and secondary virtual machines in the
cluster.

e Onthe primary node, Disk Manager is opened, all newly presented disks are
brought online and, using DiskPart, the disks are aligned to prevent split 1/Os.

e Onthe secondary virtual machine, disk letters are mapped exactly as they are
mapped on the primary virtual machine. Using the Microsoft Cluster
validation wizard, the cluster configuration is validated.

e After completion of the validation, EMC uses Microsoft Failover Cluster
Management options to create a Windows Server failover cluster to support a
clustered SQL Server 2008 instance.

e The Failover Cluster Management tools are then used to configure the Cluster
Quorum drive and settings to specify failover conditions for the cluster.

e With the cluster fully configured and functional, the Microsoft Distributed
Transaction Coordinator (MSDTC) is configured.

Note SQL Server uses the MSDTC for distributed queries, replication, and two-
phase commit transactions.

o The last step is to install SQL Server 2008 on the failover cluster primary and
secondary nodes.
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Microsoft SQL
configuration for
standalone HA
virtual machine in
VMware

VMware vSphere High Availability (HA) is a major factor in providing availability to
business-critical applications such as Microsoft SQL Server. HA is an excellent
solution in providing availability for any application running within a virtual machine
in VMware. HA allows the creation of a cluster of ESXi servers, which enables the
protection of virtual machines and therefore the applications that run on them. In the
event of a failure of one of the hosts in the cluster, impacted virtual machines are
automatically restarted on other ESXi hosts within the same cluster.

In vSphere 5, HA has been redesigned and functionality has been added. Some of the
changes include:

e No dependency on DNS: vSphere HA no longer has any dependency on DNS
resolution by each host in the cluster. Eliminating this reduces the likelihood
that an outage of an external component will have an effect on the operation
of vSphere HA.

e Primary/secondary nodes: the concept of primary and secondary nodes has
been completely removed. The new model incorporates a master-slave
relationship between the nodes in a cluster, where one node is elected to be
a master and the rest are slaves. The master node coordinates all availability
actions with the other nodes and is responsible for communicating that state
to the vCenter server. The agent that plays the master is called Fault Domain
Manager (FDM). (Automated Availability Manager (AAM) is the vSphere 4.1
agent.)

e Datastore heartbeating: Another enhancement is the ability to enable
communication between the nodes within a cluster through the storage
subsystem. vSphere HA utilizes multiple paths of communication through the
network and storage. Not only does this allow for a greater level of
redundancy, but it also enables better identification of the health of a node
and the virtual machines running on it.

VMware HA enables you to recover from host outages by restarting your SQL Server
virtual machine on other surviving nodes in a VMware HA/DRS cluster. Crash
consistency of the virtual machines is ensured during a host outage. Using VMware
HA in combination with VMware DRS facilitates automatic restart of virtual machines
as well as intelligent load balancing of the entire VMware HA/DRS cluster. (HA/DRS is
not available to the WSFC cluster virtual machines.)

SQL-SA virtual machine configuration

For the standalone SQL Server virtual machine, a fully-virtualized configuration is
used; it consists of VMFS-5 volumes with dedicated single Virtual Machine Disk
Format (VMDKs) for each of the datastores assigned to an ESXi cluster. A matching
back-end storage configuration is used on the VNX5700 to that of the WSFC virtual
machine storage layout, as shown in Table 10. This enables you to compare the
performance of Windows WSFC with RDM/LSI LOGIC SAS to that of a fully virtualized
virtual machine (SQL-SA) running VMFS-5/PVSCSI. The VMFS file systems are created
within vCenter to ensure partition alignment.

As with WFC-01, memory is not overcommitted. Set the Memory Reservation
(minimum memory) option to the same as the amount of memory assigned to the
virtual machine. Fully reserving memory for Tier 1, mission-critical, SQL Server virtual
machines avoids any memory ballooning.
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The VMDK files were formatted as Thick Provision Eager Zeroed (eagerzeroedthick),
specifically for database and log files, as shown in Figure 30. An eager-zeroed thick
disk has all space allocated and zeroed out at the time of creation. This increases the
time it takes to create the disk, but results in the best performance, even on the first
write to each block.

Note By using a VAAl-capable SAN storage array (VNX5700), eager-zeroed thick
disk creation is quicker as it offloads zeroing operations to the storage array.
(VAAI is vStorage APIs for Array Integration.)
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Figure 30. Formatted VMDK files

Multiple VMware Paravirtual SCSI (PVSCSI) adapters and evenly distributed target
devices are used, as shown in Table 11.

Multi-NIC vMotion configuration

An enhancement with vSphere 5 is the ability to use multiple NICs in a vMotion
configuration to assist with transferring memory between hosts. Enabling multiple
NICs for vMotion-enabled VMkernels removes some of the constraints (from a
bandwidth/throughput perspective) that are associated with large memory active SQL
virtual machines. The results are documented in the Validation section.

To configure for multi-NIC vMotion, each VMkernel Interface (vmknic) is bound to a
physical NIC (using four NICs). These steps were followed:

1. Created a VMkernel interface and named it vMotionO1.

2.  Edited settings of this port group and configured one physical NIC-port as
active and all others as standby, shown in Figure 31.

3. Created a second VMkernel interface and named it vMotion02.

4, Edited the settings of this port group and configured a different NIC port as
active and all others as standby.

5. Followed steps 1 to 4 for each VMkernel interface.
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Figure 31.

This configuration was applied to both hosts in the HA/DRS cluster, as shown in
Figure 32. This is for a four-NIC vMotion configuration.
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Figure 32. Four-NIC configuration
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Virtual Machine

Failure Monitoring

Virtual NUMA

A vMotion transition is initiated with this multi-NIC four-port configuration. When you
use vMotion for just one virtual machine, all four of the links are fully utilized.

Running this with load against the SQL-SA virtual machine, EMC observed that there
was a time when the virtual machine being moved was inaccessible on either the
source host or the target host. This was for a short period of time, approximately 3
seconds. This was tested with a continuous ping (ping —t) on the SQL-SA virtual
machine. The network is determining the location of the MAC address, and during
this time packets are not received. Most client-server applications are built to
withstand the loss of some packets before the client is notified of a problem.

This feature allows the host to communicate with the VMtools instance running inside
the guest operating system. Similar to how the WSFC cluster heartbeat works, if no
response is received from the VMtools instance, an assumption is made that the
operating system has crashed, or is otherwise unavailable, and will be restarted, as
shown in Figure 33.

[=5 SOL Cluster Settings

Cluster Features
whphere His
“irtual Machine Options
Wi Monitaring
Datastore Heartheating
wSphere DRS
DRS Groups Manager
Fulles
irtual Machine Optins
Power Management
Host Options
Wivbarare EVC
Swapfie Location

~ VM Monitoring Status
Wi Monitoring restarts individual YMs i their ¥hware tools heartbeats are not received
within a set time, Appiication Monitoring restarts indnidual YMs if their Vidware tools
apphcation heartbeats are not recefved within a set time,

Figure 33. Virtual machine monitoring

The SQL-SA and WSFC-01 virtual machines were configured with 24 vCPUs each,
following EMC best practices for virtual non-uniform memory access (vNUMA), as
shown in Table 10.

Virtual NUMA, a feature in vSphere 5, exposes NUMA topology to the guest operating
system, allowing NUMA-aware guest operating systems and applications to make the
most efficient use of the underlying hardware’s NUMA architecture. The virtual
machines are sized so that they align with physical NUMA boundaries. For example, if
you have a host system with eight cores per NUMA node (which was the case in our
environment using Intel Xeon X7560 processors), you should size your virtual
machines in multiples of eight vCPUs (that is, 8 vCPUs, 16 vCPUs, 24 vCPUs, and so
on).

When creating a virtual machine, you have the option to specify the number of virtual
sockets and the number of cores per virtual socket, as shown in Figure 34. If the
number of cores per virtual socket on a vYNUMA-enabled virtual machine is set to any
value other than the default of 1, and that value does not align with the underlying
physical host topology, performance might be slightly reduced. Therefore, if a virtual
machine is to be configured with a non-default number of cores per virtual socket, for
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VMware PVSCSI
and LSl Logic SAS
adapters

vSphere 5 Storage
DRS1/0 and

capacity

best performance that number should be an integer multiple or integer divisor of the
physical NUMA node size. By default, vNUMA is enabled only for virtual machines
with more than eight vCPUs.
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Figure 34. Virtual socket properties

You can obtain the maximum performance benefits from vNUMA if your clusters are
composed entirely of hosts with matching NUMA architectures (in this solution, the
two-node ESXi cluster consists of two servers with matching specifications). This is
because the very first time a vYNUMA-enabled virtual machine is powered on, its
vNUMA topology is set, based in part on the NUMA topology of the underlying
physical host on which it is running.

Once avirtual machine’s vNUMA topology is initialized it does not change unless the
number of vCPUs in that virtual machine is changed. This means that if a vYNUMA
virtual machine is moved to a host with a different NUMA topology, the virtual
machine’s vNUMA topology may no longer be optimal for the underlying physical
NUMA topology, which potentially results in reduced performance.

Compared to the LSI Logic SAS virtual SCSI adapter, the PVSCSI adapter shows an
improvement in performance for virtual disks as well as improvements in the number
of IOPS delivered. PVSCSI greatly improves the CPU efficiency and also improves the
throughput when the workload drives very high 1/0 rates.

Storage DRS can perform automated balancing of storage. Storage DRS allows the
aggregation of multiple datastores into a single object called a datastore cluster.
Storage DRS makes recommendations to balance virtual machines or disks based on
I/0 and space utilization. During virtual machine or virtual disk provisioning, it makes
recommendations for placement. Storage DRS can be set in fully automated or
manual mode.
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For this solution’s test configuration, two datastores are created on RAID Groups 2
and 3, named RG2_SDRS_DS1and RG2_SDRD_DS2. These datastores are provisioned
through EMC VSI, as for all volumes in the configuration. Figure 35 shows the creation
of the test datastore cluster.

B E

General
How do you want: this Datastore Cluster configured?

Creating Datastore
General i Datastore Cluster Mame ——| CI u Ste r

SDRS Automation
SDRS Rurkime Rules |SDRS Test Cluster|
Select Hosts and Clusters

Select Datastores i~ Datastore Cluster Features —|
Ready to Complete

M Turnon Storage DRS
vSphere Storage DRS enables vCenter Server ko manage datastores as an aggregate pool of starage resources,
vSphere Storage DRS also enables vCenter Server bo manage the assignment of virtual machines to datastores, suggesting placement

when virtual machings are created, migrated or cloned, and migrating running wirtual machines to balance load and enforce placement
tules,

Figure 35. Creating a new datastore cluster

After Storage DRS is activated, space load balancing and |/0 load balancing functions
are enabled within the datastore cluster named SDRS Test Cluster. The default
automation level is Manual Mode (shown in Figure 36), which means that Storage
DRS will generate recommendations for placement and migrations. Manual Mode was
used for testing.

2 New Datastore Cluster

SDRS Automation
How do you want this Datastore Cluster configured?

General Automatian level
SDRS Automation ’7 ' No Automation (Manual Mode)
SDRS Runtime Rules wCenter will make migration recommendations For virtual machine storage, but will not perform automatic migrations.
Select Hosts and Clusters

Select Datastores

Ready ko Complete

" Fully Automated
Files will be migrated automatically to optimize resource usage,

Figure 36. Manual mode set for cluster

The default Storage DRS thresholds are used, as shown in Figure 37. The first
threshold defines the maximum acceptable utilized space of the VMFS datastore. The
I/0 latency threshold defines when Storage DRS recommends load balancing to
reduce latency.

_J’—G-'_@"ﬂl' 10 Mettic Inclusion 1—-L
The default utilized space threshold is 80 percent; this means when the datastore
reaches 80 percent full, Storage DRS will recommend or perform a storage
migration. The default setting for /O latency is 15 ms

o — —
Storage DRS Threshaolds

Runtime threshalds govern when starage DRS performs or recommends migrations (based on your selected autamation level), Utlized space
dictates the minimumn level of consumed space that is the threshold for action, and 1/ latency dictates the minimurm IfC latency below which
1/0 Inad balancing moves will not be considered.

Utilized Space: 50% '—J_ 100% Igg Hj %
If0 Latency: Sms —J— 100ms 15 32 ms
Figure 37. Thresholds set
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The datastores to use in the cluster are selected, as shown in Figure 38.
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Figure 38. Select datastores
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The Ready to Complete screen (Figure 39) provides an overview of all the settings
configured.

The Datastore Cluster will be created with the following options;

General
Dakastore Cluster Mame: SDRS Test Cluster
Storage DRS: Enabled

SDRS Automation
Storage DRSS Automation Lewel; Manual

SDRS Runtime Rules

Sktorage I)0 Load Balancing: Enabled
|tilized Space: 20 %
I/ Lakency: 15 ms

SDRS Advanced Options

Itilization difference: 5 %

Check imbalances every: 8 Hours

I/ Imbalance Threshold: 5
Datastores:
MName Capacity Free Space Type
@ RiGZ_SCRS_DS1 249,58 5B 248,58 GB VYMFS
a RiG2_SDR3_DsS2 249.5 GE 248,58 GB VMFS

Clusters and Hosts:

Mame Host/Datastore Connection Selected 1/0 Load Balance Capable
Status
ﬁ S0L Cluster @& Al Datastores Connecked Yes & Yes

Figure 39. Datastore cluster options

Note Storage DRS has the ability to control VMDK locations on specific datastores.
Intra-virtual machine VMDK affinity/anti-affinity rules can be created to
modify the behavior of Storage DRS. These ensure that the VMDKs that belong
to a virtual machine are stored together on the same datastore, which is the
intra-virtual machine affinity rule. The intra-virtual machine VMDK anti-affinity
rule keeps the specified VMDKs, which belong to a virtual machine, on
separate datastores.
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Validation

Test objectives The testing of this solution validated the ability of the VNX5700 storage array to
support multiple Microsoft SQL Server instances running OLTP-like workloads that
generated over 50,000 IOPS in total. Tests involved:

e Introducing Flash drives to the storage array and utilizing them with FAST VP
and FAST Cache to boost performance.

e Comparing both WSFC and standalone VMware Microsoft SQL Server
instances during both planned and unplanned failovers. Test workloads for
WSFC and standalone VMware Microsoft SQL Server instances were run in
parallel.

e Demonstrating the functionality of vSphere 5 features, such as multi-NIC
vMotion, hot add CPU, and Storage DRS.

Notes

Benchmark results are highly dependent on workload, specific application
requirements, and system design and implementation. Relative system performance
will vary as a result of these and other factors. Therefore, this workload should not be
used as a substitute for a specific customer application benchmark when critical
capacity planning and/or product evaluation decisions are contemplated.

All performance data contained in this report was obtained in a rigorously controlled
environment. Results obtained in other operating environments may vary.

Testing The testing methodology required TPC-E-like (OLTP) workloads to be run against two
methodology target databases, one instance running on a Windows Server Failover Cluster and one
on a VMware standalone instance.

Note The ability of real-world applications to handle loss of connection will vary,
based on design. The tool used in testing to generate workload had a specific
behavior, which may not be indicative of customer environments.

Test scenarios EMC used a number of scenarios to test the solution. These included:
e Baseline testing on an SAS-only pool
e Performance testing on a FAST VP-enabled pool (Flash and SAS)
e Performance testing on a FAST VP pool with FAST Cache enabled

e Comparing and profiling restart times and considerations for both local HA
techniques including:

= WSFC: Controlled failover
=  VMware standalone: vMotion
=  WSFC: Uncontrolled failover

=  VMware standalone: HA failover
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Performance test ~ Testing was conducted by running concurrent TPC-E-like (OLTP) workloads against the

procedures target databases on the WSFC and standalone SQL Server instances.

1. Each SQL Serverinstance had its own RAID 5 storage pools for data files with
transactional logs running on traditional RAID 1/0 RAID groups.

2. Asteady state was reached and a baseline performance measurement
observed, after which Flash drives were introduced to the pool and FAST VP
enabled.

3.  Workload continued to be applied, allowing hourly polling cycles to occur and
relocation recommendations to be generated.

4,  AFAST VP data relocation window was manually run and performance
monitored throughout.

5.  FAST Cache was enabled with load running and the performance again
monitored with a peak performance level being reached.

Note The workload profiles parameters were not changed during testing. A profile

was set to push the utilization of the SAS-only pools and show the impact on
performance with the introduction of Flash drive tiers and the enabling of
FAST VP.

This approach mimics the potential performance impact of enabling FAST VP
and FAST Cache on busy OLTP production environments.

Metrics were taken using a combination of Microsoft SQL performance counters, EMC
Unisphere NAR files, and VMware esxtop output.

Test results Testing was broken down into the following areas:

Throughput
Failover

VMware vSphere 5 functionality

Throughput testing The following are the key metrics:

Throughput in IOPS (transfers/sec)
Throughput in transactions per sec (TPS)
Physical disk utilization (percent)

Storage processor utilization (percent)
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Throughput in IOPS (transfers/sec)
Throughput was measured using the Microsoft Performance Monitor (perfmon)
counter: LogicalDisk — Avg. Disk Transfer/sec.
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FAST VP relocation FastCache

2 hours 4 hours 2 hours

Figure 40. Avg. Disk Transfer/sec (IOPS) for baseline, FAST VP, and FAST Cache

During baseline testing with 40 SAS disks in each pool, the WSFC pool produced
6,500+ IOPS and the standalone instance produced 7,800+ IOPS.

After the introduction of five Flash drives to each of the two pools and a four-hour
relocation window run, the WSFC IOPS rose to 12,625 and the standalone to 16,247.

After enabling FAST Cache on the two pools, WSFC IOPS rose to 22,062 and the
standalone IOPS to 29,409. The test showed more than a three times improvement in
the ability to service I/0 from a total baseline of 14,435 IOPS to an I/0 peak of
51,471 with FAST Suite enabled.

Table 12. Throughput in IOPS (transfers/sec)

Stage WSFC pool Standalone
g (I0PS) instance (IOPS)

Baseline testing with 40 SAS disks 6,500+ 7,800+

After adding five Flash drives and a 12,625 16,247

four-hour relocation window run

After enabling FAST Cache 22,062 29,409

After introducing the Flash drives to the pools and enabling FAST VP, results show a
significant improvement in the transfers/sec (IOPS) that the pools are able to service.
Further dramatic improvements were seen after FAST Cache was enabled on both
pools.
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Throughput in transactions per sec (TPS)
Throughput was also measured using the Microsoft Performance Monitor (perfmon)
counter: Databases — Disk Transactions/sec.

2 hours 4 hours 2 hours

Figure 41. Disk transactions per sec (TPS) for baseline, FAST VP and FAST Cache

During baseline testing with 40 SAS disks in each pool, the WSFC pool produced
940+ TPS and the standalone instance produced 1,150+ TPS.

After the introduction of five Flash drives to each of the two pools and a four-hour
relocation window run, the WSFC TPS rose to 1,871 and the standalone to 2,434.

After enabling FAST Cache on the two pools, WSFC rose to 3,293 TPS and the
standalone to 4,484 TPS. This counter also shows more than a three times
improvement in the ability to service TPS from a total baseline of 2,402 TPS to a peak
TPS of 7,777 with FAST Suite enabled.

Table 13. Throughput in transactions per sec (TPS)

Stage WSFC pool Standalone
g (TPS) instance (TPS)

Baseline testing with 40 SAS disks 940+ 1,150+

After adding five Flash drives and a 1,871 2,434

four-hour relocation window run

After enabling FAST Cache 3,293 4,484

Results similarly showed a significant improvement in the TPS that the pools were
able to service, after introducing Flash drives to the pools and enabling FAST VP;
further dramatic improvements were seen after FAST Cache was enabled on both
pools.
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Physical disk utilization
Physical disk utilization was measured after analyzing the Unisphere NAR files,
looking at physical disk utilization percentage.
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Figure 42. Physical disk utilization for baseline, FAST VP, and FAST Cache

During baseline testing with 40 SAS disk in each pool, the WSFC pool showed
physical disk utilization of 78 percent and the standalone pool showed 91 percent.

After the introduction of five Flash drives to each of the two pools and a four-hour
relocation window run, the utilization of the 40 SAS disks in the WSFC pool dropped
to 66 percent and the utilization of the standalone SAS disks dropped to 82 percent.
The utilization of the newly introduced Flash drives rose to 45 percent in the WSFC
pool and to 64 percent in the standalone pool.

After enabling FAST Cache on the two pools, WSFC SAS disk-utilization dropped to 15
percent and the standalone SAS disk utilization dropped to 20 percent. The
utilization of the Flash drives rose to 74 percent in WSFC pool and to 82 percent in the
standalone pool.

Table 14. Physical disk utilization (%)

Stage WSFC pool Standalone instance
g (percent) (percent)

Baseline testing with 40 SAS disks 78 91

After adding five Flash drives and a 66 82

four-hour relocation window run

After enabling FAST Cache 45 64

Results showed the improvements in disk utilization after the introduction of the
Flash drives to the pools, and after FAST VP was enabled. The ability of the Flash
drives to better service the ‘hot data’ that has been relocated to Tier 0 by FAST VP
removed the pressure from the SAS drives to services 1/0. Further dramatic
improvements were seen after FAST Cache was enabled on both the pools; FAST
Cache was able to further reduce pressure on the SAS tier, as frequently accessed
data from this tier was placed in cache. The Flash drive utilization increased as the
test workload ran faster, because any bottlenecks in 1/0 in the SAS tier were
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automatically removed (even though the same test profile settings were used
throughout.)

Storage processor utilization
Storage processor utilization was measured after analyzing the Unisphere NAR files,
looking at the storage processor utilization percentage.

o SP Awas the default allocation owner for all the LUNs in the WSFC pool.

o SP B was the default allocation owner for all the LUNs in the standalone pool.
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Figure 43. Storage processor utilization (percent) for baseline, FAST VP, and FAST
Cache

During baseline testing with 40 SAS disk in each pool, SP A showed 18 percent
utilization and showed SP B 20 percent.

After the introduction of five Flash drives to each of the two pools and a four-hour
relocation window run, SP A showed steady-state 28 percent utilization and SP B
showed 34 percent. Arise in utilization for both storage processors was seen during
the concurrent relocation windows, but this dropped after the relocation finished.

After enabling FAST Cache on the two pools, SP A steady-state disk utilization rose to
46 percent and SP B utilization rose to 48 percent.

Table 15. Storage processor utilization (percent)

Stage SP A (percent) SP B (percent)
Baseline testing with 40 SAS disks 18 20
After adding five Flash drives and a 28 34

four-hour relocation window run

After enabling FAST Cache 46 48
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Results show the impact of introducing FAST VP. Arise is seen as the relocation
window occurs, after which the storage processor utilization settles down. With the
introduction of FAST Cache, an increase in storage processor utilization is again seen
as the processors are involved in running the algorithms to swap out the data that is
not being serviced by the Flash drives in the two pools.

Prior to enabling FAST VP, five Flash drives were added to both Pool 1 and Pool 2.
During analysis of NAR files it was noted that this caused a small spike in storage
processor utilization for a 10-minute period; this was due to the storage processors
configuring the new disks as part of the pool.
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Figure 44. Storage processor utilization (percent) during addition of Flash drives to
pools

Note Disk latencies were monitored throughout testing. Due to the nature of the
tests, initial latencies were greater than 20 ms for disk reads and writes (Avg.
Disk Read/sec and Avg. Disk Writes/sec). Once FAST VP and FAST Cache were
enabled, latencies dropped to below 5 ms for all Microsoft SQL Server
datafiles and transaction logs. This further highlights the ability of the FAST
Suite to optimize performance of Microsoft SQL Server in this test
environment.
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Failover testing

Planned failover

The following test results show planned and unplanned failover for the WSFC and
standalone VMware instances. Planned failover represents an administrator failing
over the instance with no workload running. Unplanned failover represents a
catastrophic failure of hardware or power; in testing the power was pulled to initiate
failover.

WSFC controlled failover — no workload
For a planned failover of the SQL Server 2008 R2 failover cluster, the workload was
suspended and failover of the WSFCO1 instance to WSFC02 was selected.

During repeated tests, the fastest time to complete failover was 48 seconds for the
Microsoft SQL instance to become available on the second node.

WSFC controlled failover — under workload
For a planned failover of the SQL Server 2008 R2 failover cluster, the workload was
continued and the WSFCO1 instance was selected to fail over to WSFCO02.

During repeated tests, the fastest time to complete failover was 48 seconds for the
Microsoft SQL instance to become available on the second node. During the test,
connection to the test tool was lost and workload failed during transition.

VMware vMotion controlled failover — no workload
For a planned failover over of the SQL Server 2008 R2 standalone box, the workload
was suspended and vMotion failover initiated to the second ESX node.

During repeated tests, the fastest time to complete failover was 9 minutes 39
seconds.

A typical example of a calculation for vMotion with one NIC is:

61 GBor62,464 MB /109.672 MB/s (920,000,000bytes/10242/8)
= (569.55sec /60)

=9 minutes 49 seconds

Note 61 GBis derived from committed memory and operating system, and 109.672
MB/s is the speed for the network card.

Multi-NIC vMotion — under workload

vMotion of a SQL Server virtual machine under load was tested. Workload was
approximately 10,000 IOPS. Testing was carried out with one, two, and four 1 Gbit
NICs.

1. Test1:1 VMK, 1 physical NIC =23 minutes 52 seconds
2. Test 2: 2 VMKs, 2 physical NICs = 8 minutes 21 seconds
3. Test 3: 4 VMKs, 4 physical NICs = 3 minutes 4 seconds

Figure 45 shows the vCenter performance chart for the vMotion timeline for test 3.
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Unplanned failover
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Figure 45. vCenter performance chart

Results showed a significant reduction in the time to transition the virtual machine
when four NICs were used. vSphere 5 has the ability to use up to 16 NICs for this
process, which potentially further reduces the time taken to complete. Connection
was lost for approximately 3 seconds, but the test tool managed to recover
connection and workload continued.

Note A planned failover should be carefully orchestrated by an administrator to
cause minimal disruption, and ideally should be completed outside periods
of normal production activity.

For unplanned failover testing, no workload was applied during the test as an
application’s ability to recover from such situations is dependent on the application
design and, in such a contrived test, results could be unrepresentative for differing
production environments. Testing involved suspending workload and pulling power
on the primary ESX node.

WSFC uncontrolled failover — no workload
For an unplanned failover of the SQL Server 2008 R2 failover cluster, workload was
suspended, power was pulled, and failover between nodes automatically initiated.

During repeated tests the fastest time to complete failover was 1 minute 35 seconds
for the Microsoft SQL instance to become available on the second node.

VMware uncontrolled failover — no workload

For an unplanned failover of the SQL Server 2008 R2 failover cluster, power was
pulled, and failover between nodes automatically initiated, which triggered VMware
HA.

Table 16 outlines the different failure scenarios and timings. The planned manual
failovers initiate vMotion for the standalone instance, while the unplanned failover
initiates VMware HA.
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upgrades

vSphere 5
functionality
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Table 16. Failover scenario and times

Scenarios WSFC Standalone

1 NIC: 23 min 52 sec
Planned manual failover (under load) | 49 sec 2 NICs: 8 min 21 sec
4 NICs: 3 min 4 sec

1 NIC: 9 min 39 sec

Planned manual failover (no load) 48 sec 2 NICs: 8 min 21 sec

4 NICs: 3 min 4 sec

Unplanned failover 1 min 35 sec 6 min 10 sec

WSFC may often be recommended for rolling upgrades. This is a scenario where one
node at a time is upgraded to newer software by upgrading the passive node and
then failing the cluster over and repeating the process for the second node. As shown
in the test results, when failing over, the services must stop on one node, and then
start on the other. Therefore, WSFC does not provide a nondisruptive upgrade
process.

If you use a standby cloned virtual machine, you can perform an operating system
and SQL Server rolling patch upgrade while also minimizing downtime. The difference
is the requirement to detach storage from one virtual machine and reattach to
another, which can be scripted automatically to complete in minutes.

Both solutions result in a temporary loss of connection.

Using vSphere hot add to dynamically add CPU

An instance of Microsoft SQL Server running a TPC-E-like (OLTP) database was tested
running on the standalone SQL-SA virtual machine. The virtual machine started
consuming a lot of resources and, as a result, the virtual machine began running out
of CPU (Figure 46). If the application is mission-critical and has to be highly available,
it is not possible to just shut it down to add more CPU. On these types of occasions, a
hot add feature can be useful.

Note The decision to use hot add should be carefully considered by an
administrator to ensure operating systems and applications are not affected.

EMC Storage Optimization and High Availability for Microsoft SQL Server 2008 R2

EMC VNX5700, EMC FAST Suite, VMware vSphere 5




SQL-SA

| Getting Started . Summary . Resource Allacation

[ Tasks & Events .| Alarms .| Console”. | Permissions .| Maps-.| Storage Views

)
III
|
I
o
N
§ r\ /
= VAV W P S
] S0 W |I .-'(}
E | V
I
=0 i — | i i
15:00 19:00 2300 03:00 07:00
Time
Performance Chart Legend
Key | Object | Measurement | Rollup Units Latest |
B sqsa Usage | Average Percent 100 | 100 255
[ ] SOL-5A Usage in MHz Average MHz 20551 20621 459

Figure 46. Virtual machine CPU usage

While the vCPU resources are being utilized to a maximum, the Disk Transfers/sec

averaged approximately 17,000, shown in Figure 47.

\ogicalDisk _Total
Avg. Disk Queue Length 20,424
Avi. Disk sec/Read 0.001
Avq. Disk sec,/Transfer 0.001
Avg. Disk sec,"Write 0.001
Disk Reads/sec 15,970.287

|Di;l< Transfers/sec 1?.??6.2?&!
Iy .

Figure 47. Disk transfers

Task Manager also displayed the eight vCPUs that achieved 100 percent utilization,
as shown in Figure 48.

EWindows Task Manager
Fila Options Yiew Help

-.ﬁpplicatlnnsl Procsssesl Services Performance |Motwu’|hg]Uw’s |

CPU Usage —

~ CPU Usage History

Figure 48. Task Manager showing eight vCPUs
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The virtual machine was initially configured with four virtual sockets and two cores
per socket, totaling eight vCPUs, as shown in Figure 49. The number of virtual CPU
sockets was increased to seven, as shown in Figure 50; you cannot change the
number of cores per virtual CPU socket through hot add.

[ S0L-54 - Virtual Machine Properties

Hardware | options | Resources | Profies | veervices | Virtual Machine Version: &
™ show &ll Devices Add... I Remiove Mumber of virtual sockets: [+ -]
Hardware | Sumimary | MNurrbeer of cores par sockat: Iﬂ

Wl Memory 32768 MB

Figure 49. Virtual sockets before change

o SOL-5A - Virl ual Machine Properties

Hardware | optices | Resources | Profiles | veervices | Wirtual Machine Wersion: &
™ Show All Devices Add,.. ] emuve Murmber of virtual socksts: F B
Herdware | Sumimary | | Mumber of cores per sockst: [ =

Sl Memory 32765 MB

I CPus (edited) 14 Tokal rusnber of cores: 14

Figure 50. Increasing number of virtual sockets

Note While vSphere supports hot add and allows you to add CPUs dynamically, it
does not support hot remove of CPU. More importantly, support for these
“hot” features are largely dependent on your guest operating system, not on
vSphere.

Note For SQL Server to start using the additional CPUs, run the RECONFIGURE t-sql
statement from Microsoft SQL Server. For more details refer to
http://msdn.microsoft.com/en-us/library/bb964703.aspx.

Task Manager issued an alert that the displayed data had changed and
recommended restarting Task Manager. After restarting Task Manager, you can see
that 14 CPUs were running on the virtual machine and CPU resources were reduced,
as shown in Figure 51.

Successfully Hot Added 6 vCPUs to a live
virtual machine.

“CPL Usage Histary -

Figure 51. Task Manager with added CPUs
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As a result of alleviating CPU resources, disk transfers also increased (Figure 52).

LoghcalDisk _Total

Avg. Disk Queue Length 78.510

Avg. Disk sec/Read 0.002

Avq. Disk sec/ Transfer 0.002

Ay, Disk e/ Write 0.002 2=

Avg. Disk Write Queue Length 4,045 i

Disk Reads/sec 3,790, 71 f i ;

s Esi2] [ Disk Transfers averaging

Dk Writes/sec 1624, y

approximately 35,000 I/O.

Processor Information _Total =

o Processor Time wmez | 1hroughput increase of 100%

after Hot Adding additional
vCPUs to alleviate CPU-100%

I\ Bottleneck.
L )

This test showed how the solution succeeded in adding CPUs on a running Microsoft
SQL Server virtual machine by using hot add. There was no interruption to the
workload.

Figure 52. Increased disk transfers

vSphere 5 Storage DRS load balancing
The following Storage DRS load balancing tests were performed:

e |/0O load balancing

e Space load balancing

I/0 load balancing

As part of testing, Storage DRS I/0 load balancing, two VMDKs were provisioned, with
one assign to each of the two Microsoft SQL Servers. Both VMDKs were placed on the
same datastore in the SDRS Test Cluster, as shown in Figure 53. A workload was run
against one of the Microsoft SQL virtual machines, which resulted in approximately 9
ms latency. With the two Microsoft SQL databases from the two SQL Servers on the
same datastore in the cluster, a second client load was run up on the other Microsoft
SQL database.
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Figure 53. Two SQL databases on one datastore

After initiating the second load, the normalized latency exceeded the 15 ms threshold
for the datastore, as shown in Figure 54.

Note To compute the latency metric, SDRS observes device latency and the
queuing latency inside the VMkernel.

View: |Performance =| | Time Range: ||Reattime =l  Graph refreshes every 20 seconds
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Figure 54. Normalised latency

EMC Storage Optimization and High Availability for Microsoft SQL Server 2008 R2

EMC VNX5700, EMC FAST Suite, VMware vSphere 5




With datastore RG_SDRS_DS2 having zero latency, Storage DRS recommended
placing a Microsoft SQL database VMDK on DS2 (Figure 55). The I/0 imbalance
threshold can be set in a range from conservative to aggressive. A more conservative
setting causes Storage DRS to generate recommendations only when the imbalance
across the datastores is very high, while selecting a more aggressive setting would
make Storage DRS generate recommendations to solve even small imbalances.

SDRS Test Cluster

rted | Summary - Wirtual Machines | Host and Clusters | Datastores [ e Ioatih Performance | Tasks & Events | Alarms | Permissions .| Storage iews
View: |Recommendations Faults| History| Last updated: 24/10/2011 13:59:50 Run Storage DRS

Datastore Cluster Properties Edit. .,

Migration Automation Level:  Manual
Litilized Space Threshold: 80%
IO Latency Threshold: 15ms

Storage DRS Recommendations
| Apply | Recommendation | Reason
| E 5 Migrate hard disk Hard disk 4 for  SQL-LE from RGZ SDRS_DS1 to RGZ_SDRS_DS2 Balance datastore [JO worldload |

Figure 55. Threshold settings

Storage DRS identifies the normalized load of each datastore. If a normalized load
exceeds the user-set 1/0 latency threshold, Storage DRS reviews the load difference
between the datastores in the datastore cluster and compares it to the value of
tolerated imbalance set by the 1/0 imbalance threshold. If the load difference
between the datastores matches or exceeds the tolerated imbalance—defined by the
I/0 imbalance threshold — Storage DRS initiates the recommended migrations
process.
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Space load balancing

The space threshold is 80 percent; this means that when the datastore exceeded the
80 percent mark, Storage DRS recommended performing a storage migration of one of
the VMDKs. As shown in Figure 56, three VMDKs, each 75 GB in size, were placed on
the RG2_SDRS_DS1 datastore. This pushed space utilization to 90 percent (225/250
GB).

View: | Space *

Space Utilization for SDRS Test Cluster

Space Usage by File Type (7]
amg | [ Free Space
W Other
B Virtual Disks

225 1
200 1

175 1

By Fle Type s .

RG2_SDRS_DSI RG2_SDRS_DS2

Figure 56. SDRD space utilization

Exceeding the threshold by 10 percent, Storage DRS recommended migration of one
of the VMDKs to the RG2_SDRS_DS2 datastore (see Figure 57).

Storage DRS Recommendations
Hprly | Recommendtion | Reason
I E £ Wigrats hard dick Hard ik 4 for 50054 From RS2 50R5 D51 bo RIGE 5085 D52  Balance datastore space Lsage

Figure 57. Storage DRS recommendations
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Conclusion

Summary

The FAST Suite significantly boosts performance of the VNX series storage arrays, and
reduces TCO for Microsoft SQL Server Enterprise environments, by removing the need
for administrators to perform repetitive manual tasks to optimize application
performance. FAST VP and FAST Cache allow optimal use of your investments in Flash
technology. Even though the FAST Suite can be used by any application, with any type
of 1/0 pattern, it is especially well suited for OLTP applications that access data with
small random 1/0 patterns.

While the performance improvements observed with these scenarios may not be
representative of all Microsoft SQL Server environments, it nevertheless illustrates
the potential to service far greater IOPS and reduce latency, using automated
processes.

The decision on whether to adopt a VMware HA solution or WSFC should be based on
many factors. VMware HA is not intended as a 1:1 replacement for Windows Server
failover clustering. It is designed as a simple solution that can be quickly
implemented for host-level failover clustering, regardless of the type of operating
system or application running within the virtual machine. WSFC, on the other hand, is
designed to protect stateful cluster-aware applications.

For many services, the type of availability HA provides can be sufficient. HA caters for
ESX host loss from the network and can use Virtual Machine Failure Monitoring,
together with VMware Tools, to check if a virtual machine is still running.

Being application-aware, WSFC is aimed at ensuring service-level availability for
applications such as Microsoft SQL Server.

Table 17. HA and WSFC comparison
‘ VMware HA

Application clustering ‘ No

Application high availability ‘ No

Operating system redundancy ‘ Yes

WSFC limits the choice of SCSI adapter to LSI Logic SAS, using physical RDMs. A
standalone HA virtual machine can use the VMware paravirtualized SCSI adapter with
VMFS-5 volumes. As seen in the test results, the PVSCSI adapter with VMFS-5
volumes consistently outperforms the LS| adapter with physical RDMs, typically by 25
percent in this solution. The operational cost of this significant improvement in
performance is an increased Recovery Time Objective (RTO) in local HA scenarios. In
this solution, local HA recovery time extended from 1 minute 35 seconds in a WSFC
scenario to 6 minutes 10 seconds in a VMware HA failover scenario.

The combination of FAST VP and Fast Cache, and their ability to automatically react to
the changes in OLTP workload I/0O patterns, and to rebalance storage allocation in an
automated fashion, is an invaluable tool for administrators.
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Findings

The main findings of this solution are:

The VNX5700 can easily service over 50,000 Microsoft SQL Server OLTP-like
IOPS.

The VMware native adapter with VMFS-5 volumes consistently outperforms
the LSI adapter with physical RDMs in this configuration.

The combination of FAST VP and FAST Cache as part of the FAST Suite, allows
the VNX series storage arrays to optimize storage efficiency and service
increased 1/0.

The solution compares the WSFC and VMware standalone virtual machine
options, and highlights the performance and RTO benefits of each solution.

The solution highlights the hot add functionality for adding CPU resources in
vSphere 5.

The solution also demonstrates vSphere Storage DRS functionality and its
ability to balance storage resources through vMotion, based on I/0 and
capacity, either manually or automatically.
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